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M.Phil/ Ph.D. COURSES

REVISED AND PROPOSED COURSES AS REQUIRED UNDER THE REVISED STATUTES AND REGULATIONS RELATING TO M.Phil/Ph.D. DEGREE IN STATISTICS

Course No.



Title




Credit Hours
MINOR COURSES

STAT-701

Data Processing and Computer Programming

3

STAT-702

Logical Reasoning and Social Research Methods

3

STAT-703

Theory of Linear Model




3
STAT-704

Measure Theory





3

MAJOR COURSES

STAT-711

Statistical Inference





3

STAT-712

Advance Experimental Designs



3

STAT-713

Regression Analysis





3

STAT-714

Applied Multivariate Analysis



3

STAT-715

Survey Sampling





3

STAT-716

Categorical Data Analysis




3
STAT-717

Survival Data Analysis




3

STAT-718

Applied Stochastic Models




3

STAT-719

Modeling and Simulation 




3

STAT-720

Spatial Data Analysis





3

STAT-721

Operation Research





3

STAT-722

Ecological Statistics





3
STAT-723

Discrete Event Simulation




3

STAT-724

Advance Programming




3

STAT-725

Visual Basic Oracle





3

STAT-726

Statistical Quality Control




4

STAT-727

Computational Statistics




4

STAT-801

Robust Statistics





3

STAT-802

Time series Analysis and Forecasting



3

STAT-803

Advance Econometrics




4

STAT-804

Advance Statistical Theory




4

STAT-805

Performance Modeling




4
STAT-806

Statistical Signal Processing




4

STAT-701
DATA PROCESSING AND COMPUTER PROGRAMMING (3Cr.Hrs.)

EDP Concept: Generation and Categories of Computers, Hardware, Structure of Digital Computers, I/O Concepts & Devices, Auxiliary Storage Concepts and Devices, Software, Operating systems: DOS & WINDOWS, Programming Languages & Compilers, Application Software, Program Development, Problem Analysis, Logic and Debugging, Documentation.

Any Advanced Programming Language: Programming, Data Type, Assignment Statements, List Directed I/O, Control Statements, Loops, Arrays, Functions, Formatted I/O, Subroutines, Data Files, Sequential & Direct Files, File I/O.

Problem Solving with Programming Language: Matrices Manipulation, Moments, Regression and correlation, Random Number Generation, Probability Distribution, Analysis of Variance, Solution of one variable equation, Solution of Simultaneous equations, Numerical Differentiation & Integration, Plotting and fitting procedures.

Working Manipulation: 

MsExel, WordPerfect, MsWord

Statistical Packages (any two):
SPSS, SAS, MINITAB, GLIM

Recommended Books:

1. Davis, G.B. (1981). "Computer Data Processing", 2nd Edition, McGraw-Hill International book company, New York. 

2. Hughes, C.E., Pfleeger, C.P. and Ross, L.L. (1978). "Advance Programming Techniques: A Second Course in Programming Using FORTRAN", John Wiley and Sons. 

3. James, M.L., Smith, G.M. and Wolford, J.C. (1979). "Applied Numerical Methods for Digital Computation with FORTRAN", 2nd Edition. Harper International Edition, New York.
STAT-702
LOGICAL REASONING AND RESEARCH METHODS (3Cr.Hrs.)

Propositions and Arguments, Recognizing Arguments, Validity and Invalidity, Fallacies, Definitions and its Types, Symbolizing Arguments, Truth Functions, Truth Tables, Proving Validity and Invalidity.

Science and Scientific Attitude, Theory and Fact, Sources and Properties of Hypothesis, Formation of Research Problem and its Significance, Preparation of Research Design, Components of Research Design, Questionnaires and Interviews, Preparation of Research Report.      

Recommended Books:

1. Copi, I.M. (1986). "Introduction to Logic", 7th Edition. Mac Millan Publishing Company.

2. Goodde, & Hatt. (1991). "Methods in Social Research", McGraw-Hill.

3. Hurley, P.J. (1988). "A Concise Introduction to Logic", 3rd Edition. Wadsworth Publishing Company.

STAT-703

THEORY OF LINEAR MODEL


(3Cr.Hrs.) 

Euclidean Space, Orthogonality, Norm, Projection Operator, Inverses, Least Squares Estimation, Best Linear Unbiased Estimation, Parameterization, Multivariate Normal Distribution of Quadratic Forms, Testing Linear Hypothesis, Simultaneous Confidence Intervals.
Recommended Books:

1. Graybill, F.A. (1976). "Theory and Application of Linear Model", Duxbury, New York.

2. Guttman, I. (1982). "Linear Models: An Introduction", John Wiley & Sons.

3. Kshirsagar, A.M. (1983). "A Course in Linear Models", Marcel Dekker, New York.

4. Searle, S.R. (1971). "Linear Models", John Wiley & Sons.

STAT-704


MEASURE THEORY


(3Cr.Hrs.)

Length of open and closed sets. Inner and outer measures. Properties of measurable sets. Measurable functions. Lebesgue integral and its properties for bounded and unbounded measurable functions. Some fundamental theorems. Relationship of Riemann and Lebesgue integrals.

Recommended Books:

1. Billingsley, Patrick (1986). "Probability and Measure", 2nd Ed. John Wiley & Sons. 

2. Burkill, C.J. (1971). "The Lebesque Integral", Cambridge University Press.

3. Goldberg, R.R. (9170). "Methods of Real Analysis", Oxford and IBH Publishing Company.

4. Royden, H.L. (9168). "Real Analysis", Mac Millan Co. Collier Mac Millan Limited, London.

5. Saxena,C.S. & Shah, S.M. (9180). "Introduction to Real Variable Theory", Prentice-Hall of India (Pvt.), New Delhi.

6. Spiegel, R.M. (1969). "Real Analysis", Schaum’s Outline Series. McGraw Hill Book Company.

STAT-711


STATISTICAL INFERENCE

(3Cr.Hrs.)

Theory of Point Estimation, Cramer-Rao Lower Bound and Its Extension, Bias Reduction by Jackknifing, Rao-Blackwellization, Ancillariy and Basu’s Theorem, Methods of Estimation, Maximum Likelihood Estimation and their Optimal Properties, Least Squares Estimation and their Optimal Properties, Estimation Using Ordered Observations Bayes and minimax Estimators. Neyman-Pearson theory of Hypothesis Testing, Testing of Simple and Composite Hypotheses, Similar Regions, Unbiased Tests, Invariant Tests, Likelihood Ratio Tests and their Asymptotic Properties, Confidence Estimation, Methods of Confidence Intervals, Confidence Regions, Robustness and Distribution Free Procedures, Non-Parametric Tests, Comparison of Testing Procedures, Pitman’s Asymptotic Relative Efficiency.
Recommended Books:

1. Cox, D.R. And Hinkley, D.V. (1974). "Theoretical Statistics", Chapman and Hall, London.
2. Lehmann, E.L. (1983). "Theory of Point Estimation", John Wiley & Sons.
3. Lehmann, E.L. (1986). "Testing of Statistical Hypotheses", 2nd Edition, John Wiley & Sons.
4. Rohatgi, V.K. (1984). "Statistical Inference", John Wiley & Sons.
5. Silvey, S.D. (1975). "Statistical Inference", Chapman & Hall.
6. Stauat, A. and Ord, J.K. and Arnold, S. (1999). "Kendall’s Advanced Theory of Statistics: Classical Inference and Linear Model", 6th Edition, Vol-2A, Arnold Oxford University Press Inc., New York.      
STAT-712

ADVANCE EXPERIMENTAL DESIGN

(3Cr. Hrs.)
Resolution of the Factorial Experiments, Confounding and Fractionalization, Incomplete Block Design, Incidence Matrix, Lattice Design, Youden Squares, Split Plots, Strip Plots, Split-Split Plots, Strip-Split Plots, Response Surfaces, Change-Over Design, Repeated Measure, Analysis of Unbalanced Data.  
Recommended Books:
1. Box, G.E.P., Hunter, W.G. & Hunter, J.S. (1978). "Statistics for Experimenters: and Introduction to Design, Data Analysis and Model Building", John Wiley & Sons. 
2. Cochran, W.G. and Cox, G.M. (1957). "Experimental Design", 2nd Edition. John Wiley & Sons.
3. Das, M.N. and Giri, N.C. (1986). "Design and Analysis of Experiments", 2nd Edition. Wiley Eastern Ltd.
4. Gomez, K.A. and Gomez, A.A. (1984). "Statistical Procedures for Agricultural Research", John Wiley & Sons. 
5. Kempthorne, O. (1973). "Design and Analysis of Experiments", John Wiley & Sons.
6. Kendall, M., Stuart, A and Ord, J.K. (91983). "Kendal’s Advanced Theory of Statistics: Design and Analysis and Time Series", Vol-3. Charles Griffin & Co. Ltd.
7. Milliken, G. & Johnson, D. (1984). "Analysis of Messy Data", Chapman and Hall, London. 

STAT-713


REGRESSION ANALYSIS


(3Cr.Hrs.)

Multiple Regression Analysis, Various Approaches Of Subset Selection Procedures, Branch and Bound Technique, Stepwise Regression, Multicollinearity, Ridge Regression, Robust Regression, Outliers, Diagnostics, Jackknifing, Bootstrapping, Identification.

Recommended Books:

1. Draper, N.R. & Smith, H. (1981). "Applied Regression Analysis", 2nd Edition, John Wiley & Sons.

2. Miller, A.J. (1990). "Subset Selection in Regression", Chapman & Hall, London.

3. Rewlings, J.O. (1988). "Applied Regression Analysis: A Research Tool", Wadsworth & Brook/Cole, Pacific Grove, California.

4. Rousseew, P.J. (1987). "Robust Regression and Outlier Detection", John Wiley & Sons. 

5. Wesburg, S. (1980). "Applied Linear Regression", John Wiley & Sons.

6. Wetherill, G.B. (1986). "Regression Analysis with Application", John Wiley & Sons.
STAT-714

APPLIED MULTIVARIATE ANALYSIS

(3Cr.Hrs.)
Review of Multivariate Normal Distribution and Matrix Algebra Results, Principal Components Analysis and their Sampling Properties, the Factor Model, Principal Factor Analysis, Maximum Likelihood Factor Loadings, Cluster Analysis, Visual Approaches to Finding a Partition, Hierarchical Methods, Distances and Similarities, Single-Link Clustering, Discriminant Analysis, Discrimination Under Estimation, Probabilities of Misclassification, Discarding of Variables, Canonical Correlations, Mathematical Development, Qualitative and Quantitative Data, Multidimensional Scaling, Measure of Similarity and Dis-Similarity, Classical Scaling, Ordinal Scaling.
Recommended Books:
1. Anderson, T.W. (1984). "An Introduction to Multivariate Statistical Analysis", John Wiley & Sons, New York.
2. Chatfield, C. and Collins, A.J. (1980). "Introduction to Multivariate Analysis", Chapman & Hall, London.
3. Everitt, B.S. (1974). "Cluster Analysis", Heinemann, London.
4. Hawkins, D.M. (1982). "Topics in Applied Multivariate Analysis", Cambridge University Press.
5. Johnson, R.A. and Wichern, D.W. (1992). "Applied Multivariate Statistical Analysis", 3rd Edition. Prentice-Hall International.
6. Lawley, D.N. and Maxwell, A.E. (1971). "Factor Analysis as a Statistical Method", 2nd Edition. Butterworth, London.
7. Mardia, K.V., Kent, J.T. and Bibby, J. (1979). "Multivariate Analysis", Academic Press.
8. Morrison, D.F. (1976). "Multivariate Statistical Methods", 2nd Edition. McGraw-Hill.
STAT-715 


SURVEY SAMPLING 


(3Cr.Hrs.)

Non-Sampling Error, Observational Errors, Incomplete Sampling, Non-Response, Effect of Non-Response, Response and Response Variance, Sources of Response Error, Detection, Control and Measurement of Response Error, Scaling Methods, Types of Scales, General Procedure in Attitude Scaling, Rating Scales, Likest Scales, Guttman Scales, Sematic Differential, A Survey of Superpopulation Models, Optimal Design-Unbiased Strategies Model 
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MR

G

, Regression Analysis for Complex Survey Design on Regression Analysis, Effect of Two-Stage Sampling on OLS Methods, Comparison of Domain Means in Two-Stage Sampling.
Recommended Books:
1. Cassel, C.M., Sarndal, C.E. and Wretmen, J.H. (1977). "Foundation of Inference in Survey Sampling", John Wiley & Sons.
2. David, H.A. (          ). "Contribution to Survey Sampling and Applied Statistics", Academic Press.
3. Holt, D. and Scott, A.J. (1981). "Regression Analysis Using Survey Data", The Statistician, 30, 169-178.
4. Holt, D., Smith, T.M.E. and Winter, P.D. (1980). "Regression Analysis of Data from Complex Surveys", JRSS, A, 143, 474-487.
5. Kish, L. (1965). "Survey Sampling", John Wiley & Sons.
6. Kish, L. and Frankel, M.R. (1947). "Inference from Complex Samples", JRSS, B, 13, 1037.
7. Krewshi, D., Plateki, R. & Rao. (1981). "Current Topics in Survey Sampling", Academic Press.
8. Lessler, J.T. and Kalskeek, W.D. (1992). "Non-Sampling Error in Surveys", John Wiley & Sons. 
9. Moser, C.R. & Kalton, G. (1971). "Survey Methods in Social Investigation", H.E.B.
10. Namoodiri, N.K. (1978). "Survey Sampling and Measurement", Academic Press.       
STAT—716

CATEGORICAL DATA ANALYSIS

(3Cr.Hrs.)
Maximum Likelihood Analysis for Frequency Data, Generalized Linear Models, Regression Type Models for Binomial and Poisson Data, Loglinear and Logit Models, Delta Method, Odd Ratio, Mantel-Haenszel Test, Iterative Weighted Least Squares and Maximum Likelihood, Analysis of Deviance and Residuals, Over dispersion, Underdispersion and Quasi likelihood Models, Log Linear Models for Multidimensional Contingency Tables. 
Recommended Books:
1. Agresti, A. (1990). "Categorical Data Analysis", John Wiley & Sons.
2. Atkin, M., Anderson, D., Francis, B. and Hinde, J. (1989). "Statistical Modeling in GLIM", Clarendon Press, Oxford.
3. Bishop, Y.V.V., Fienberg, S.E. and Holland, P.W. (1975). "Discrete Multivariate Analysis", MA: MIT Press, Cambridge.
4. Cox, D.R. and Snell, E.J. (1989). "The Analysis of Binary Data", Chapman & Hall, London. 
5. Mccullagh, P. and Nelder, J.A. (1989). "Generalized Linear Model", 2nd Edition, Chapman & Hall, London.
STAT-717


SURVIVAL DATA ANALYSIS

(3Cr.Hrs.)
Multiparameter Analysis Using Large Sample Likelihood Methods for Response Time Data, Survival Function and Hazard Function, Multiparameter Models, Reparameterization and Regression-Type Models, Likelihood Functions for Censored Data, Kaplan-Meier (Product-Limit) Estimator, Testing Based on Maximum Likelihood Estimators, Likelihood Ratios, and Score Tests, Analysis of Grouped Data.
Recommended Books:
1. Bain, L.J. (1978). "Statistical Analysis of Reliability and Life-Testing Models", Marcel Dekker.
2. Lawless, J.F. (1982). "Statistical Models and Methods for Lifetime Data", John Wiley & Sons.
3. Lee, E.T. (         ). "Statistical Methods for Survival Data Analysis", John Wiley & Sons.
STAT-718

APPLIED STOCHASTIC MODELS

(3Cr.Hrs.)

Probability Generating Functions, Compound Distributions, Simple Random Walk, Branching Processes, Markov Processes, Discrete and Continuous Time Markov Chains, Branching Processes, Poisson Processes, Imbedded Markov Chains, Birth-Death Process, Immigration and Immigration Processes, Immigration-Death-Processes, Queuing Theory, Renewal Processes, Markov Renewal Process, Ergodic Theorem, Gaussian Processes and Brownian Motion.
Recommended Books:
1. Beaument, G.R. (        ). "Introductory Applied Probability".
2. Cox, D.R. and Millar, H.D. (1965). "The Theory of Stochastic Processes", Chapman and Hall, London.
3. Strizaker, D.R. (1982). "Probability and Random Processes", Oxford University Press, London.
4. Medhi, J. (1982). "Stochastic Processes", Wiley International Ltd.
5. Feller, W. (1968). "An Introduction to Probability Theory and its Application", V0l-1, 3rd Edition, John Wiley & Sons.
STAT-719

MODELING AND SIMULATION


(3Cr.Hrs.)
Principles and Methodology for Simulation Modeling, Generation of Pseudorandom Numbers, Congruential Generators, Stochastic Deviate Generation, Inverse Transform Methods, Acceptance-Rejection Method, Convolution Method, Alias Method, Building Simulation Models, Variance Reduction Techniques, Statistical Validation Technique.
Recommended Books:
1. Fishman, G.S. (1978). "Principles of Discrete Event Simulation", John Wiley & Sons.
2. Kleijnen, J.P.C. (1974). "Statistical Techniques in Simulation", Marcel Dekker, New York.
3. Mood, A.M. Grabill, F.A & Boes, D.C. (1974). "Introduction to the Theory of Statistics", Mcgraw-Hill International, New York.
4. Pritsker, A.A.B. (1984). "Introduction to Simulation & SIAM", Halsted Press, New York.
5. Ross, S.M. (1990). "A Course in Simulation", Macmillan, New York.
STAT-720

SPATIAL DATA ANALYSIS


(3Cr.Hrs.)
Introduction to Spatial Statistics and Data Handling, Eigen function Analysis of Areal Unit Configuration, Spatial Autocorrelation and Spectral Analysis, Models of Spatial Autocorrelation, Higher Order Autoregressive Models, Relationship between Autoregressive and Spectral Models, Kriging.
Recommended Books:
1. Bartlett, M. (1975). "Statistical Analysis of Spatial Pattern" Chapman and Hall, London.
2. Cressie, N. (1987). "Statistics of Spatial Data", John Wiley & Sons. 
3. Griffith, D. (1988). "Advanced Spatial Statistics", Kluwer, Boston.
4. Ripley, B. (1988). "Statistical Inference for Spatial Processes", John Wiley & Sons.
5. Upton, G. and Fingleton, B. (1985). "Spatial Data Analysis by Example", Vol. I & II. John Wiley & Sons.
STAT-721


OPERATIONS RESEARCH

(3Cr.Hrs.)
Linear Programming: Graphical and Algebraic Solutions. Duality and Sensitivity Analysis. Transportation Model. Integer Programming; Dynamic Programming. Decision Theory and Games. Project Scheduling (PERT-CPM). Inventory Models. Simulation Techniques. Non-Linear Programming: Classical Optimization Theory and Algorithms.
Recommended Books:
1. Brownson, R. (1983). "Operation Research- Schaum’s Outline Series", McGraw-Hill Book Company.
2. Hadley, G. (1962). "Linear Programming", Addison Wesley, Reading, Mass.
3. Hillier, F.S. and Lieberman, G.J. (1980). "Introduction to Operation Research", 3rd Edition, Holden-Day, San Francisco.
4. Luce, R. and Raiffa, H. (1957). "Games and Decisions", John Wiley & Sons, New York.
5. Taha, H.A. (1997). "Operation Research an Introduction", 6th Edition, Macmillan Publishing Company, London.
6. Theiranf, R.J. and Klekamp, R.C. (1975). "Decision Making Through Operations Research", 2nd Edition, John Wiley & Sons, New York.  
STAT-722


ECOLOGICAL STATISTICS

(3Cr.Hrs.)  

Techniques for Describing Spatial Variation. Pattern Detection by Quadrat Analysis and Nearest-Neighbour Analysis. Tests for Detecting Non-Randomness of a Spatial Point Pattern. Contagious Distributions for Describing Spatial Patterns. Estimation of the Relative Abundance of Different Species. Concept of Species Diversity. Some Discussion of Diversity Indices.
Recommended Books:
1. Engen, S. (1978). "Stochastic Abundance Models", Chapman and Hall.
2. Grieg-Smith, P. (1964). "Quantitative Plant Ecology", Butter Worth.
3. Pielou, E.C. (1975). "Ecological Diversity", Wiley, New York. 
4. Pielou, E.C. (1977). "Mathematical Ecology", Wiley, New York 
5. Ripley, B.D. (1981). "Spatial Statistics", Wiley, New York.
6. Saber, G.A.F. (1980). "Estimation of Animal Abundance and Related Parameters", Macmillan, New York.
STAT-723

DISCRET EVENT SIMULATION

(3Cr.Hrs.)
Introduction: Modeling, Simulation. The Simulation Study, Workloads and Performance Metrics, Choice of Modeling Units and Time Scales, Documentation. 
Implementation: Simulation Software, Requirements of a General-Purpose Language, Modeling Approaches. Simulation Model Structure. 
Random Numbers: Randomness, Generating Random Numbers from Probability Distributions, Goodness of Fit, Selecting a Distribution.
Entities and Resources:
The Scheduler: The Job of the Scheduler, Types of Algorithm, Dynamic Algorithms, Performance Comparison, Implementation Simultaneous Events.
Queues: The Structure of a Queuing System, Basic Queuing Theory, the Implementation of Queues, Queues Behavior.
Gathering Results: Recording Results, Measurements, Outputting Results.
Results Analysis: The Dynamic Behavior of Simulation Models, Transient Effects, Detection of the Steady State, Estimating Accuracy, Realizing Accuracy Goals, Analysis of Transient Behavior.
Recommended Books:
1. Mihram, G.A. (1972). "Simulation: Statistical Foundations and Methodology", London.
2. Pidd, MC (1989). "Computer Modeling for Discrete Simulations", U.K.
3. Walking, K. (1993). "Discrete Event Simulation in C".
STAT-724


ADVANCE PROGRAMMING

(3Cr.Hrs.)
C++ Programming: Basic Structure of C++ Programs. Functions and Procedures. Arrays, Structures and Unions. Using Files & Graphics. Object Oriented Approach.
JAVA: Introduction to Java. Programs, Data, Variables and Calculation. Loops and Logic Arrays and Strings. Defining Classes. Streams Files, and Stream Output. Stream Input and Object Streams. Utility Classes. Handling Events.
Recommended Books:
1. Dietel, H.M. and Dietel, P.J. (1999). "Java 2: How to Programme", 3rd Edition. BPB Publishers New Delhi.
2. Dietel, H.M. and Dietel, P.J. (1999). "C++: How to Programme", 3rd Edition. BPB Publishers New Delhi.
3. Herbert Schildt. (1999). "The Complete Reference C++", McGraw Hill, New York.
4. Samuel, N.K. and Edward, M. (1996). "Programming With Class A C++ Introduction to Computer", BPB Publisher New Delhi.
5. Yahuda Shiran (2001). "Advanced JavaScript", BPB Publishers New Delhi.
STAT-725

VISUAL BASIC & ORACLE

(3Cr.Hrs.)
Microsoft Visual Basic:
Visual Basic Fundamentals. Working with Forms and Controls. Use Arrays and User-defined data types. Controlling Program Execution. Using Debug Toolbar, Watch, Immediate and Local Windows. ActiveX controls and insertabe objects.

Oracle-DBA:

Using Oracle, SQL-PL/SQL. Oracle objects, Oracle Data Dictionary. DML, DDL & DCL Statements. Expections & Error Handling. Oracle Architectural Components. Data Dictionary Views and Structure Packages. Types of Failures and Troubleshooting. Utilities and Dynamic Performance Views.

Recommended books:

1. Bradley, J.C. (1990). "Programming In Visual Basic (5.0)", Millspangly.
2. Dietel, H.M., Dietel, P.J. & T.R. Nitro (1999). "V.B.6: How to Programme", Printice Hall New Jerky.
3. "Introduction To SQL/PLS SQL", By Oricle Press (1998).
4. Ivan Byros (1999). "Desiging Commercial Application Using Oracle".
STAT-726 

STATISTICAL QUALITY CONTROL     
(4Cr.Hrs.)

Quality and Quality Improvement, Total Quality Management, Method and Philosophy of
Statistical Process Control, Control Charts for Variables, Cumulative Sum and Exponentially Weighted Moving Average Control Charts, Statistical Process Control for Short Production Runs, Modified and Acceptance Control Charts, Group Control Charts for Multiple-Stream Processes, Multivariate Quality Control, Process Capability Analysis, Probability Plot, Process Capability Ratios, Response Surface Methods and Designs, Evolutionary Operation, Taguchis Contribution to Quality Engineering. 
Acceptance Sampling: Some Fundamental Concepts in Acceptance Sampling, The Doge-Roming System for Lot-By-Lot Acceptance Sampling by Attributes, An AQL System for Lot-By-Lot Acceptance Sampling by Attributes, Acceptance Inspection for Continuous Production. 
Latest International Certification Methods.
Recommended Books:
1. Douglas C. Montgomery. (1996). "Introduction to Statistical Quality Control", 3rd Edition, John Wiley & Sons, Inc.
2. Grant E.L. and Richard S.L. (1988). "Statistical Quality Control", 6th Edition, McGraw-Hill.
3. Gupta R.C. (1983). "Statistical Quality Control", 3rd Edition, Khanna Publishers, Delhi.
4. Paranthaman D.(1987). "Quality Control", Tata McGraw-Hill Publishing Company Limited, New Delhi.  
STAT-727

COMPUTATIONAL STATISTICS 

(4Cr.Hrs.)

Recurrence Relations: Binomial Coefficients, Horner’s Methods, Sample Means & Variances, Poisson-Binomial Distribution, an Unstable Recurrence. 
Power Series Expansion: Expansion of
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x

, Standard Normal, Poisson, Binomial F, Student’s –T Etc).
Continued Fraction Expansion: Wallis Algorithms, Equivalence Transformation, Gauss’s Expansion of Hyper Geometric Function.
Asymptotic Expansion: Finite Taylor Expansions, Expansions Via Integration by Parts, General Definition of an Asymptotic Expansion, Laplace’s Method and its Validations.
Solution of Nonlinear Equations.
Linear Regression and Matrix Inversion.
Eigen Values and Eigen Vectors. Splines. The EM Algorithms. Newton’s Method and Scoring. Convergence of Optimization Algorithms.
Recommended Books:
1. Haimmerlin, G. Hoffmann K-H. (1991). "Numerical Mathematics", Springer-Verlag, New York.
2. Henrici, P. (1982). "Essential of Numerical Analysis with Pockit Calculator Demonstrations ", Wiley New York.   
3. Kenneth, L. (1998). "Numerical Analysis for Statistician", Springer-Veriag New York.

4. Wilf, H.S. (1986). "Algorithms and Complexity", Prentice Hall, New York

 STAT-801 


ROBUST STATISTICS


(3 Cr.Hrs.)
Introduction to Robust Statistics; the Aims of Robust Statistics, the Main Approaches towards a Theory of Robustness.
The Influence Function and Breakdown Bound; Classes of Estimators: M-Estimators,
L-Estimators, W-Estimators, R-Estimators, P-Estimators and S-Estimators;
Robustness Properties in Linear Models; Robustness Testing in Linear Models.
Recommended Books
1. Hampd, F.R., Rousseeuw, P.J., Ronchotti, E.M and Stahal, W.A.(1985). "Robust Statistics:The Approach Based on Influence Function", John Wiley & Sons, New York.

2. Hoaglin, D.C., Mosteller, F. and Tukey, J.W. (1983). "Understanding Robust and Exploratorydata Analysis", John Wiley and Sons, New York.

3. Rey, W.J.J. (1983). "Introduction to Robust and Quasi Robust Statistical Methods", Springer-Verlag, Berlin.

4. Rousseeuw, P.J. and Leroy, A. (1987). "Robust Regression and Outlier Deletion", John Wiley, New York.

STAT-802


TIME SERIES



(3Cr.Hrs.)
Estimation of Autocorrelation Function, Linear Stationary Models, Estimation of Auto-Regressive Parameters, Linear Non-Stationary Models, The Non-Stationary Auto-Regressive Processes, ARIMA Models for Non-Stationary Time Series, Different Forms of ARIMA Models, ARMA Models, Minimum Mean Square Error Forecasts, Calculating and Updating Forecasts, the Forecast Function, the Cox-Jenkins, Winner and Ross Approaches to Forecasting, Prediction Versus Forecasting, Objectives and Techniques of Identification. 
Recommended Books:
1. Box, G.E.P. and Jenkins, G.M. (1976). "Time Series Analysis, Forcasting and Control", 2nd Edition, Holden Day, San Francisco.
2. Chatrield, C. (1980). "The Analysis of Time Series: An Introduction", Chapman & Hall.
3. Diggle, P.J. (1990). "Time Series: A Biostatistics Introduction", Oxford University Press.
4. Kedall, M. and Ord, J.K. (1976). "Time Series", 2nd Edition, Hafner, New York.
5. Kedall, M. Stuart, A. and Ord, J.K. (1983). "Kendall’s Advance Theory of Statistics: Design and Analysis and Time Series", Vol-3. Charles Griffin & Co. Ltd.
6. Montgomery, D.C. Johnson, L.A. and Gardiner, J.S. (1990). "Forcasting and Time Series Analysis", McGraw-Hill International Edition.  

STAT-803


ADVANCE ECONOMETRICS

(4Cr.Hrs.)

Simultaneous-Equation Models, Methods of Identification, Methods of Estimation, Finite and Infinite Distributed Lag Models, Serial-Correlation Problems, Seasonality, Aggregation Over Time, Computation Of Mean Lags, Weak Parametric Specifications, The Almon Distributed Lag, Shiller’s Method and Ridge Estimators, Varying Parameter Models, A Model of Systematically Varying Parameters, Hildreth and Houck Models, Switching Regression Model, Adaptive Regression Models, Stochastically Convergent Parameter Models, Kalman-Filter Models, Random Coefficient Models, Mixed Estimation Methods, Restricted Least-Square, Pooling Cross-Selection and Time-Series Data, Forecasting With A Single-Equation Regression Model, Forecasting With A Multi-Equation Econometric Model, Evaluation of the Forecasting Power, Ranking of the Econometric Technique.
Recommended Books.
1. Desai, M. (1977). "Applied Econometrics", Philip Allen Publishers Limited, Oxford.
2. Green, W.H. (1991). "Econometric Analysis", McMillan Publishing Company New York.
3. Gujrati, D. (1983). "Basic Econometrics", McGraw-Hill Kogakussa Company, Singapore.
4. Johnston, J. (1984). "Econometric Methods", McGraw-Hill Book Company, Singapore.
5. Judge, G.G. (1985). "The Theory and Practice of Econometrics", 2nd Edition. John Wiley & Sons.
6. Maddala, G.S. (1977). "Econometrics", McGraw-Hill Inc.
7. Pakorny, M. (1987). "An Introduction to Econometrics", Basil Blackwell Ltd.
STAT-804

ADVANCE THEORY OF STATISTICS

(4Cr.Hrs.)

Probability Measures, Expectations, Conditioning, Convergence of Random Sequence, Law of Large Numbers, Central Limit Theory, Characteristic Functions, Discrete Distributions, Continuous Distributions, Pearson Systems of Distributions, Chebyshev-Hermite Polynomials, Gram-Charlier Series (Type-A), Polynomial Transformations to Normality, Order Statistics and Their Sampling Characteristics, Distributions of Extreme Values, Non-Central Chi-Square, t and F Distributions.
Recommended Books:
1. Billingsley, P. (1986). "Probability and Measure", 2nd Edition, John Wiley & Sons.
2. Johnson, N.L. and Kota, S. (1970). "Continuous Univariate Distributions", Vol-1, 2, John Wiley & Sons.
3. Stuart, A and Ord, J.K. (1987). "Kendall’s Advance Theory of Statistics: Distribution Theory", Vol- I, 5th Edition, Charles Griffin and Co. Ltd.
STAT-805

PERFORMANCE MODELLING 


(4Cr.Hrs.)

Stochastic Processes: Random Walks, Marko Chains, Markov Processes, Reversibility, Renewal Theory.
Queues: Simple Markovian Queues, the M/G/1 Queues, the G/G/1 Queue.
Single Class Queueing Networks: Introduction, Open Queueing Networks, Mean Value Analysis, Performance Measure for the State-Dependent Case, The Flow Equivalent Server Method.
Multi-Class Queueing Networks: Service Time Distributions, Types of Service Centre, Multi-Class Traffic Model, BCMP Theorem, Computational Algorithms for BCMP networks, Priority Disciplines, Quasi-Reversibility. 
Approximate Methods: Decomposition, Fixed Point Method, Diffusion Approximation, Maximum Entropy Methods.
Time Delays: Time Delays in the Single Server Queue, Time Delays in Networks of Queues, Inversion of the Laplace Transforms, Approximate Methods.
Blocking in Queueing Networks: Introduction, Type of Blocking, Two Finite Queues in A Closed Network, Aggregation Markovian States, BAS Blocking, BBS Blocking, Representative Service Blocking.
Switching Network Models: Telephone Networks, Interconnection Networks For Parallel Processing Systems, Models of The Full Crossbar Switch, Multi-Stage Interconnection Networks, Models Of Synchronous MINIS, Models of Asynchronous MINIS, Interconnection Networks in a Queueing Model.
Recommended Books:
1. Cox, D.R. and Miller, H.D. (1965). "The Theory of Stochastic Processes", Chapman and Hall, London.
2. Peter, G. Harrison and Naresn M.Patel (1993). "Performance Modeling of Communication Networks and Computer Architectures", Prentice Hall London.
3. Takacs, L. (1962). "Introduction to the Theory of Queues", Oxford University Press.
STAT-806

STATISTICAL SIGNAL PROCESSING

(4Cr.Hrs.)
Introduction: detection theory in signal processing. The detection problem the mathematical detection problem, Hierarchy of detection problems, Role of asymptotic, Gaussian distribution, Chi-squared (non-central) distribution, F (non central) distribution, Tayleigh and Rician distribution, Quadratic form of Gaussian random variables, Monte Carlo performance evaluation, Normal Probability paper. 

Statistical Decision Theory: Neyman-Pearson Theorem, Minimum probability of error, Minimum Bayes Risk detector, composite hypothesis testing, Performance of GLRT for large data records, equivalent large data records tests, Asymptotically equivalent tests-no nuisance parameters.

Determination Signals: Matched filters, Generalized matched filters, multiply signals, Linear model. Signal modeling and detection performance, Unknown amplitude, Sinusoidal detection, Classical linear model. 
Random Signals: Incompletely known signal covariance, Large data record approximations, Weak signal detection, Derivation of PDF for periodic Gaussian random process Estimator- correlator, Estimator-correlator fro large data records, general Gaussian detection, Detection performance of the estimator-correlator. 

Unknown Noise Parameters: White Gaussian noise, Colored WSS Gaussian noise. Non Gaussian noise characteristics, deterministic signals with unknown parameters.

Detection: Detection approaches, choosing detector. Description of problem, Extensions to the basic problem, Multiple change times, Signals processing examples.

Complex/vector Extensions and Arrays Processing: Known PDFs. Uncorrelated from spatial sample to sample, Detectors for vector observations, Known deterministic signal is CWGN, Known deterministic signal and General noise covariance, Random signal in CWGN.

Recommended Books:
1. Loren, D.Lutes, S.Shahron (1997). "Stochastic Analysis of Structural and Mechanical Vitrating", Prentice Hall.
2. Oppenheim Schafer (1993). "Discrete Time Signal Processing", Prentice Hall PTR New Jersey.
3. Stevan M.K. (1998). "Fundamental of Statistical Signal Processing Volume-II Detection Theory".
4. Therrien (1992). "Discrete Random Signals and Statistical Signal Processing".    
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