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DEPARTMENT OF STATISTICS

UNIVERSITY OF PESHAWAR
CURRICULUM IN STATISTICS AT THE M.Sc. LEVEL
OBJECTIVES

The objective of teaching Statistics at the M.Sc. Level are:

1. To provide students with sound background of statistical knowledge and skills and enable them to apply these skills to real world problems.
2. To prepare students for Statistical based position/field jobs/teaching jobs.

3. To motivate the students interest for undertaking research and higher education in various areas of Statistics.

4. To train students in such a manner that they should feel competent to organize experiments and to provide proper guidance to researchers in other fields, involving statistical applications.

5. To train students to be able to link themselves with information Technology and Computer software’s and make use of it for their benefit in day to day work
SCHEME OF STUDIES

M.Sc. Statistics is a two-year course with a University Examination at the end of each year. The total marks for two years are 1200 with each paper carry 100 marks.
M.Sc. Statistics (Previous)


Paper I:
Statistical Methods……………………………
100 marks
Paper II:
Probability and Probability Distribution……...
100 marks  


Paper III:
Sampling and Survey Methods………………...
100 marks


Paper IV:
Linear Algebra and Numerical Analysis………..
100 marks


Paper V:
Data Processing and Statistical Computing









Total =

50 marks









Total =

50 marks

Practical- I: Based on Paper I & III………………………………..

50 marks
Practical- I: Based on Paper II & IV………………………………..

50 marks








Total: ……….

600 marks

Note:
Each practical examination will be of three hour duration.                                   Five marks are reserved for practical Note Book and another Five marks for Viva-Voce.

M.Sc. Statistics (Final)

Paper-VI:
Design and Analysis of Experiments....................
100 marks
Paper-VII:
Statistical Inference……………………………..
100 marks
Paper-VIII:
Regression Analysis and Econometrics…………
100 marks
Any two of the following options: ………………………………
200 marks
Paper-IX:
Multivariate Analysis

Paper-X:
Operations Research
Paper-XI:
Stochastic Processes

Paper-XII:
Population Studies
Paper-XIII:
Concept of Quality Control and Reliability 

Paper-XIV:
Time Series Analysis and Forecasting 

Paper-XV: 
Non-Parametric and Robust Methods
Paper-XVII:
Survival Analysis
Paper-XVI:
Official Statistics
Paper-XVIII:
Biostatistics and Epidemiology
Paper-XIX:
Statistics and Information Technology

Paper XX:
Thesis………………………………………………
100 marks

OR

Practical-I
(Based on Paper-VI)…………………………...
50 marks

Practical –II
(Based on Paper VII & VIII)………………….
50 marks







Total: ………….
600 marks
Note:


(a) Optional courses will be offered subject to the availability of the teachers and facilities.

(b) Each practical will examination will be of three hour duration. Five marks are reserved for practical Notebook and another five marks for Viva-Voce examination.

(c) Thesis will be offered to the student who secure at least 60% marks in his/her M.Sc. (Previous) examination (subject to availability of the advisors and facilities). The examiner (advisor must be an M. Phil./Ph.D. degree holder or at least Assistant Professor. The thesis is to be submitted in typed and binded form. The evaluation is to be made by both the internal and external examiners.
(d) The question papers for all the practical shall be set (like the theory papers) by the external examiners and then moderated according toe the rules of University.
M. Sc. Statistics (Previous)

Paper – I:
Statistical Methods

i. Review of basic concepts of Sampling Procedures and Distributions. Random Numbers and their Generation.

ii.   Basic ideas of Inferential Statistics. Simple and Composite hypotheses. Type-I and Type – II Errors, Power of a test, O.C. Curves. Testing of hypotheses and Construction of Confidence Interval for Means, Proportions, and Variances in small and large samples. Determination of the sample size.

iii. Analysis of Categorical Data. Goodness of Fit Tests of commonly used distributions. Testing of Independence in Contingency Tables. Testing of Homogeneity of several Variances. Bartlet’s test. Fisher’s Exact Test for 2(2 Contingency Table, Log-Linear Models & their application. 

iv. Simple Linear Regression and Correlation. Fitting of Linear and Multiple Regression Model upto two Regressors and Inference about the Model. Inference about the Multiple and Partial Correlation Coefficients, Concept of outliers.

v. Analysis of Variance and the Interpretation of its assumptions. One-way Classification. Two-way Classification with one and several observations per cell. Multiple Comparison Tests.

vi.  Nonparametric methods. Sign test. Wilcoxon’s Signed Rank Test, Mann-Whitney U test. Kruskul-wallis test, Friedman test. Randomness and Run Tests. Kolmogrov-Smirnov test. Normal Approximations to Nonparametric Test Statistics. 

Books Recommended:

1. Snedecor, G.W. and Cochran W.G. (1997). “Statistical Methods”, Iowa State
2. University Press.

3. Daniels, H (1988). “Applied Non-Parametric Statistics”, John Wiley, New York.

4. Steel, R.G.D., Torrie, J.H. and Dickey, D.A. (1996). “Principles and Procedures

of Statistics”, 3rd Edition, McGraw Hill, New York.

5. Mendenhall, W. and Beaver, R.J (1994). “ Introduction to Probability and

Statistics”, 9th Edition, Duxbury Press, Belmont, California.

6. Montgomery D. C. and Peck, E. A. (1992). “Introduction to Linear Regression

Analysis”, John Wiley and Sons, Inc. New York.

7. Chase, W. and Bowen, F (1992). “General Statistics”, 2nd Edition, John Wiley

and Sons, Inc, New York.

8. Anderson, D.R. Sweeney, D.J and Williams, T.A (1991). “Introduction to

Statistics Concepts and Application”, 2nd Edition, West Publishing Company, New York.

9. Dixon, W.J. and Massey, F.J (1983). “Introduction to Statistical Analysis”,
 McGraw Hill. New York.          

10. Walpole, R.E (1990). “Introduction to Statistics”, 3rd edition, MacMillan.


Publishing Co. Inc. New York 

Paper II:
 Probability and Probability Distributions

i. Nature and Scope of Probability . Algebra of Sets. Sample Space and Events. Axiomatic Development of Probability. Counting Techniques. Discrete and Continuous Sample Spaces. Conditional and Marginal Probabilities. Bays’ Theorem. 

ii. Random variable, Distribution function. Probability function and probability density function. Joint distributions and probability density functions of two and more random variables. Marginal and conditional distributions, stochastic independence. Mathematical expectation. Conditional expectation, variance and moments. Probability generating function. Moment generating and characteristic function and their properties. Relation between moments and cumulants.

iii. Probability distributions: Binomial, geometric, Hypergeomatric, Multinomial, Negative Binomial, Poisson, Uniform, Exponential, Gamma, Beta, Laplace, Normal, Lognormal, Cauchy, Weibull, Rayleigh with moments and cumulants. Bivariate Normal distribution.

iv. Distributions of Functions of Random Variables. Chi-square, t and F-Distributions, their derivations and properties. Central limit theorem and Chebyshev’s inequality.

v. Order Statistics: Distribution of rth and sth order Statistics. Distribution of Sample Range. 

Books Recommended:

1. Stirzaker, D. (1999). “Probability and Random Variables”. Cambridge
University Press, Cambridge.

2. Stuart, A. and Ord, J.K. (1998). “Kendall’s “Advance theory of Statistics”,
Vol.1, Charles Griffin, London.

3. Hirai, A.S. (1998). “A Course In Mathematical Statistics”, Ilmi Kutab Khana,

Lahore.

4. Mood, A.M, Graybill, F.A. and Boss, D.C. (1997).“Introduction to the Theory

of Statistics”, McGraw Hill, New York.

5. Hogg, R.M. and Craig, A.T. (1995). “Introduction to Mathematical
Statistics”. Prentice Hall, Engle Wood Cliffs, New Jersey.

6. Khan, M.K., (1996). “Probability with Applications”, Maktiba Ilmi, Lahore. 

7. Rohatgi, V.K.(1976).“An introduction to Probability Theory and

Mathematical Statistics”, John Wiley and Sons.

8. Ross, S. (1976). “A First Course in probability”, Collier Mac Millan.

New York.

Paper III: 
SAMPLING AND SUVEY METHODS
i.
Basic concepts advantages of sampling methods, requirements of a good sample, bias and its effects, sampling and non-sampling errors. Steps and problems involved in planning and conduct of census and sample surveys, Precision and Accuracy.

ii. Selection and estimation procedures. Description and properties of simple random sampling. Sampling for proportions and percentages. Estimation of variances, standard errors and confidence limits. Sample size determination under different condition.

iii. Description and properties of stratified random sampling. Formation of strata, Different methods of allocation of sample size. Systematic sampling. Ratio and regression estimates in simple and stratified random sampling.

iv. Cluster sampling. Sub-sampling, PPS-Sampling, Multistage sampling. Comparison of different sample designs.

v. Critical study of National sample surveys conducted in Pakistan: Census of Agriculture, Household Economic and Demographic Survey (HED), Household Income and Expenditure Survey (HIES), Pakistan Demographic Survey (PDS) and National Population and Housing Census Surveys (NPHCS).

Note: Practical of this course shall include visits of the students to various national statistical organizations and a report submitted to this effect.

Books Recommended
1. Des Raj & Chandhok, P. (1998). “Sample Survey Theory”. Narosa Publishing House, Hew Delhi.

2. Ferguson, T.S. (1996). “A course in large sample theory”, Chapman & Hall, London.

3. Cochran, W.G. (1996). “Sampling Techniques”. John Wiley and Sons New York.

4. Kish, L. (1992). “Survey Sampling”, John Wiley, New York.

5. Sukhatme, P.V. Sukhatme,B., Sukhatme, S., and Asok, A. (1985). “Sampling Theory of Survey with Application”. Lowa State University Press.

6. Des Raj, “Design of Sample Survey”. McGraw Hill, New York.

7. Singh, R. and Singh N, (1996). “Elements of Survey Sampling”, Kulwar, Dodrecht.       

Paper-IV:
Linear Algebra and Numerical Analysis.

Section-I

i.
Introduction to Vectors. Vector spaces and subspaces. Linear independence and Dependence. Basis and Dimension. Inner product spaces. Orthogonality. Orthonormal set. Gram –Schmidt Orthogonalization process.

ii.
Introduction to matrices. Basic Matrix operations. Elementary Results on Matrix Algebra. Partitioned matrices. Idempotent Matrices. Trace of matrices. Determinant and its properties. Minors and cofactors. Adjoint Matrix Inversion. Rank of Matrices. System of Linear Equations ( Homogeneous and Non-homogeneous). Gauss Elimination and Gauss-Jordan Methods. Numerical solution of non-linear solution: iterative methods; Newton Raphson method. Gauss Seidel Method and Jacobi method.

iii.
Introduction to Eigen values and Eigen vectors. Roots of characteristic polynomial. Diagonalization of Symmetric Matrices. Properties of the Eigen values and Eigen vectors of Symmetric Matrices. Application of Spectral Decomposition Theorem. Quadratic forms and Definiteness. Diagonalization of Quadratic forms.

Section-II

i.
Introduction to Interpolation. Finite and Central Difference Operators. Factorial Polynomial. Finite and Divided Differences. Newton-Gregory, Newton Divided  Difference and Newton-gauss formulas. Of Interpolation.

ii.
Introduction to numerical Integration and Summation. Approximation to a Definite Integral. Euler-Maclaurin Formula and its Application to summation of series and the sum of power of the whole numbers. Remainder Term in the Euler. Maclaurin Expansion. Stirling’s  Approximation to the factorial. Gregory’s formula of Numerical Integration. Trapezoidal, Simpson’s one-third and Simpson's three-eights rules.

Books Recommended
1. Mumtaz. K. (2002). “Numerical Methods”, 2nd Edition. Engineering University Peshawar.

2. Scheid, F. (1983). “Numerical Analysis Schaum’s Outline Series”, McGraw Hill Book Company.

3. Watson, W. A., Phlipson, T. and Oates, P. J. (1981). “ Numerical Analysis”, 2nd Edition. Edward Arnold  Limited, London.

4. LIPSCHUTZ,S.(1981). “Linear Algebra Schaum’s Outline Series”, McGraw-Hill Book Company.

5. Hadley, G. (1980). “Linear Algebra”, Addison Wesley Publishing Company.

Paper-V:
Data Processing and Statistical Computing

i.
Introduction to hardware, CPU, I/O concepts and devices, primary and auxiliary storage concepts, classification of devices, organization of hardware.

ii.
Introduction to software, system software, application software.

iii.
Computer programming steps, definition of the problem, programme design and flow charting, coding, execution, debugging, testing, documenting, maintenance and updating the programme,. Some of the programming Languages:   FORTRAN, C++.

iv.
Use of some of the Statistical Packages: SPSS, MINITAB.

Practical (50 Marks)

Each student shall be given statistics-orientated problems to solve on the computer using computer programming in FORTRAN and C++. The examination shall be 3 hours duration. Five marks will be reserved for Viva-Voce examination and another five marks for the note book

Books Recommended

1. Andy F. (2000). “Discovering statistics using SPSS for Windows”, SAGE Publications, Londons.

2. Freeze J.T (2000). “Teach your self Computer Basis”, 2nd edition, SAMS techmedia New Delhi.

3. Vandwoorde D. (1998). “C++ Solutions”, Addison Wesley, ENGLAND.

4. Foster J.J (1998). “Data Analysis Using SPSS for windows”, SAGE publications, London.

5. Hahn, B.D. (1987). “Problem Solving with FORTRAN 77”, Edward Arnold, London.

M.Sc. Statistics (Final)

Paper-VI

Design and Analysis of  Experiments.
i. Concept of Experiment. Planning of Experiment. Design of Experiment and its Terminology. Principles of Experimental Designs. Analysis of Variance (ANOVA). Inference about means after ANOVA. Analysis of transformations.

ii. Layout and Analysis of Completely Randomized, Randomized Complete Block, Latin Square and Graeco-Latin Square Designs. Estimation of Missing observations. Relative Efficiency of Designs. Fixed, Random and mixed Effect models. Expected Mean Squares Derivations for Basic Design.

iii. Covariance Analysis for completely Randomized, Randomized complete Block and Latin Square Designs.

iv. Factorial Experiments. Its Advantages and Disadvantages. 2n  Series Factorial Experiments. Linear and Quadratic Components of Main Effects and Interactions. p x q factorial in Randomized complete Block Designs. Analysis of 3 2 and 33 Factorial Experiments. 

v. Confounding and its types. Its Advantages and Disadvantages. The complete confounding and Partial confounding  in 2n series. Fractional Replication. Quasi-Latin Squares. Split-Plot and Split Block designs.

vi. Balanced Incomplete and Partially Balanced Incomplete Block Designs. Comparison of Incomplete Block Design with Randomized complete Block Design.

Books Recommended
1. Montgomery D.C. (2000). “Design and Analysis of Experiments”, John Wiley, New York.

2. Clark, G.M., and Kempton, R.E. (1997). “Introduction to the Design and analysis of Experiments”, Edward Arnold.

3. Clark, G.M. (1994). “Statistics and Experimental Design”, Edward Arnold.

4. Das, M.N. and Giri, N.C, (1986). “Design and Analysis of Experiments”, John Wiley, New York.

5. Gomez, K.A., and Gomez, A.A. (1984). “Statistical Procedures for Agricultural research” 2nd Edition, John Wiley, New York.

6. Hicks, C.R. (1982). “Fundamental Concepts in the Design of Experiments”, 3rd Edition, Holt-Saunders International Edition.

7. Cochran, W. G. and Cox, G. M. (1957). “ Experimental Design”, 2nd Edition John Wiley and Sons, Inc, New York.

Paper-VII
 Statistical Inference
i. Point Estimation. Introduction. Properties of a good Estimator: Unbiasedness. Consistency, Sufficiency and Efficiency. Completeness and Minimal Sufficiency . Fisher Information. Cramer-Rao Inequality. Minimum Variance Bound Unbiased Estimators. Rao-Blackwell Theorem. Lehmann - Scheffe Theorem. Uniformly Minimum Variance unbiased Estimators.

ii. Methods of Estimation. Maximum Likelihood Estimation (in Regular and Non-Regular distribution). Properties of Maximum Likelihood Estimators. Moment-Equations Method. Minimum Chi- Square. Method Bayesian Approach: Prior, Posterior and Improper  Prior Distributions. Bayes and Minimax Estimators.

iii. Testing of Hypotheses. Introduction. Most Powerful Tests. Neyman Pearson Lemma, Randomized Tests. Uniformly Most powerful Tests. Consistency of Test. Unbiased and Invariant Tests. Similar Regions. Likelihood Ratio Tests and its Properties.

iv. Interval Estimation. Introduction. Pivotal Method. Large-Sample Approximation. Shortest Confidence Interval. Unbiased confidence Interval. Bayesian Intervals. Interpretation.

v. Sequential Tests. Introduction. Sequential Probability Ratio Test and its Properties. O.C. Curve. Average Sample Number Sequential Tests of Composite Hypotheses.

Books Recommended
1. Ley, P.S. and Lemeshow, S. (1999). “Sampling of Populations: Methods and Applications”, 3rd Edition, John Wiley, New York.

2. Stuart, A and Ord J.K. (1998). “Kendall’s Advanced Theory of Statistics”, Vo.II Charles Griffen, London.

3. Lindgren, B.W. (1998). “Statistical Theory”. Chapman and Hall, New York.

4. Mood, A.M. Graybill, F.A. and Boss, D.C. (1997). “Introduction to the Theory of Statistics”. McGraw Hill, New York.

5. Lehman, E.L. (1997). “Testing Statistical Hypotheses”. Springler Valag, Hew York.

6. Hogg, R.V. and Craig, A.T. (1996). “Introduction to Mathematical Statistics”. Prentice Hall, New Jersey.

7. H.C Saxena (1985). “Statistical Inference”, S.Chaud and Company Limited Ram Nagar, New Delhi.

8. Rohatgi, V.K. (1976). “An Introduction to Probability Ratio Test and its Mathematical Statistics”. John Wiley and Sons, Inc. New York.

9. Hirai, A.S (1973). “ Estimation of Statistical Parameters”, Latest Edition. Ilmi Kitab Khana, Urdu Bazar Lahore.

10. Rao, C.R., (1973). “Linear Statistical Inference and its Applications”, John Wiley, New York.

11. Wetherill, G. B. and Glaze brook, K. D. (1986). “Sequential Methods in Statistics”, 3rd Edition. Chapman and Hall, London.

Paper-VIII
Regression  Analysis and Econometrics
1. Introduction. The Nature and Scope of Econometrics. Relationships among Economic  variables. Probabilistic Versus Deterministic Models.

2. Simple Linear Regression Analysis. The Two-Variable Linear Model and Assumptions. The Ordinary Least Squares Estimators and their Properties. Inference in the Linear Model.

3. The General Linear Model. Introduction. Assumptions and their Role. The Ordinary Least Squares Estimators. Gauss- Markov’s Theorem. Inference in the Ordinary Least Squares Model. Use of Extraneous Information in Linear Regression Model. Least Squares Method Subject to Linear Restrictions. Inference about the set of Linear Hypotheses.

4. Problems in the General Linear Model: Multi collinearity and its Consequences. Detection and Remedies Ridge Regression. Heteroscedasticity and its Sources. The Generalized Least Squares Estimator and its Properties. Testing for Heteroscedasticity. Autocorrelation and its Consequences for Ordinary Least Squares Estimator. Durbin -Watson Test for Autocorrelation. Estimation with Stochastic Regressors. Independent Stochastic Linear Regression Model. Properties of the Ordinary Least Squares Estimator.

5. Further Topics in the General Linear Model. Dummy Variables and their Role. Distributed Lag models and Difficulties involved in Estimation. Specification Error. Exclusion of Relevant Variables and Inclusion of Irrelevant Variables. Errors in Variables. The Classical Model. Properties of Ordinary Least Squares. Instrumental Variable Estimators.

6. System of simultaneous Linear Relationship. Introduction to Simultaneous Equation Systems Problems of Identification. Methods of Estimation: Instrumental Variable, Indirect Least Squares and Two-Stage Least Squares.

Books Recommended
1. Gujrati. D. (1998). “Basic Econometrics”, John Wiley, New York.

2. Draper, N.R. and Smith, H. (1998). “Applied Regression Analysis”, John Wiley, New York.

3. Johnston, J. and Di. Nardo, J., (1997). “Econometric Methods”, 4th Edition, McGraw Hill, New York.

4. Montgomery, D.C., and Peck E.A. (1992). “Introduction to linear Regression Analysis”, 2nd Edition, John Wiley and sons Inc. New York.

5. Chow, G. C. (1985). “Econometrics”, McGraw- Hill Book Co.
6. Madnani, G. M. K.  (1986). “Introduction to Econometrics Principles and Application”, 3rd Edition Oxford and IBM Publishing Co.

7. Wonnacot, T.H. and Wonnacot R.J. (1981). “Econometrics”, John Wiley, New York.

8. Maddala, G.S. (1977). “Econometrics”, McGraw Hill. New York.

Optional Papers

Paper-IX

 Multivariate Analysis
i. Preliminaries. Introduction to Multivariate Analysis. Objects and Variables. Data Matrix. Summary Statistics. Some Basic Properties of Random Vectors. Mahalanobis Distances and Angles.

ii. Multivariate Normal Distribution. Introduction. Distribution of Linear Combinations of Normally Distributed Variates. Basic Properties.

iii. Estimation. Introduction. Maximum Likelihood Estimation of the Mean Vector and the Covariance Matrix. Maximum Likelihood Estimation under Constraints. Properties of the Estimators.

iv. Basic Multivariate Sampling Distributions. Distribution of Quadratic Forms Cochran’s Theorem. The Wishart Distribution and its properties. The Hotelling T2 Distribution. Distributions of Sample, Partial and Multiple Correlation Coefficients (Extensive derivations not required).

v. Inference for the Multivariate normal Distribution. One-Sample Hypotheses on the mean Vector and covariance Matrix. One Sample Hypotheses of Linear Constraint on the Mean Vectors. Two Sample Hypotheses on the Mean Vectors and Covariance Matrices. Test of Homogeneity of Covariance Matrices. Test of Independence (Extensive Derivations not desired). Confidence Regions for the Mean Vectors. Simultaneous Confidence Intervals.

vi. Principal Component Analysis. Introduction. Definition and Properties of Principal Components. Sampling Properties of Principal Components. Inference about Principal components. Discarding of Variables. Interpretation of the Results.

vii. Factor Analysis Introduction. The Factor Model. Principal Factor Analysis. Maximum Likelihood Factor Analysis. Goodness of Fit Test. Factors Scores. Relationship between Factor Analysis and Principal Component Analysis.

viii. Discriminant Analysis. Introduction. Discrimination When the Populations are known. Discrimination under Estimation. Fisher’s Linear Discriminant Function. Probabilities of Misclassification. 

ix. Cluster Analysis. Introduction. A Probabilistic Formulation. Hierarchical Methods. Distances and Similarities. Other Methods and Comparative Approach.

Books Recommended
1. Flury B. (1997). “A First Course in Multivariate Statistics”, Springler Valerg, New York.

2. Jhonson, R.A. and Wichern, D.W. (1992).  “Applied Multivariate Statistical Analysis”. Prentice Hall. London.

3. Morrison, D. F. (1990). “Multivariate Statistical Methods”, McGraw Hill, New York.

4. Anderson, T.W. (1984). “An Introduction to Multivariate Statistical analysis”, John Wiley, New York.

5. Sebber.,G.A.F.(1984). “Multivariate Observations” John Wiley and Sons, Inc. New York.

6. Chatfield, C. and Collins, A.J. (1980). “Introduction to Multivariate Analysis”, Chapman and Hall, London.

7. Mardia, K.V., Kent, J.T. and Bibby, J.M. (1979). “Multivariate Analysis”, Academic Press, London.  

8. Kendall, M.G.(1975). “Multivariate Analysis” Charless Griffin and Co. Ltd. London.

Paper-X
Operations Research.

i.
Overview; history and definition of Operation research. Linear programming: Introduction. Feasible and Optimal Solutions. Linear Programming Techniques. Graphical Solution of two Variables Linear Model. Simplex Method. M-Technique. Primal-Dual Problems. Dual Simplex Method. Transportation Type Problem. Transportation Model. North -West corner Rule. Stepping-Stone method. Least-Cost Method. Vogle’s Approximation Method. Method of Multipliers. Assignment Model. Simplex and Algorithm.

ii.
Games Theory: Introduction to Game Theory. Strategy  Payoff  Table or Matrix. Types of Games and Strategies. Rectangular Game. Two-Person Zero-Sum Game. Rectangular Game with Saddle Point. Rules of Game Theory.

iii.
Inventory Models: Introduction. Classification of Inventory Models (Deterministic and Probabilistic). Economic Log size Model. Optimization Procedures. Inventory Model with Production Planning Replacement Simple types of Reliability. Simulation Techniques.

Books Recommended

1. Taha, H.A. (1998). “Operations Research”. MacMillan. London.

2. Hillier, F.S. and Lieberman G.J. (1996). “Introduction to Operations Research”, Holden Day

3. Gupta, P.K. and Hira, D.S. (1994). “Operations Research”. S.Chand and Co., New Delhi.

4. Brownson, R. (1983). “Operations Research”. Schaum’s Outline Series McGraw Hill.      

5. Hillier, F. S. and Lieberman, G, J. (1980). “Introduction to Operations Research” 3rd Edition, Holden-Day, San Fransisco. 

Paper-XI
Stochastic Processes
i. Introduction. Generating Functions. Laplace Transforms. Difference Equations. Differential-Difference Equations.

ii. Introduction to Stochastic Processes. The Random Walk in one and two Dimensions. The Classical Gambler’s Ruin Problem. Expected Duration of the Game.

iii. Markov Chains. Definition. Higher Transition Probabilities. Classification of states and chains.

iv. Markov Processes with Discrete state space. Poisson Process and its Generalization. Pure Birth and Death Processes. Markov Processes with Discrete State Space (Continuous Time Markov Chains).

v. Markov Processes with continuous State Space. Introduction to Brownian Motion. The Wiener Process. Diffusion Equations for the Wiener Process. The Kolmogorov equations. First Passage Time Distribution for Wiener Process. The Ornstein-Uhlenbeck Process.

vi. Renewal Process and Theory. Introduction to Renewal Process. Renewal Theorems. Delayed and Equilibrium Renewal Process. Two-Stage Renewal Processes.

vii. Branching Process. Introduction. Generating Functions of  Branching Process. Probability of Extinction. Distribution of Total Number of Progeny. Continuous Time Markov and Age-Dependant Branching Process.

Books Recommended
1. Ross, S. (1996). “Stochastic Process”, 2nd Edition, John Wiley, New York.

2. Feller, W. (1992). “An Introduction to Probability Theory and its Applications”, John Wiley, New York.

3. Srinivasin; S.K. and Mehta, K.M.  (1988). “Stochastic Processes”. Tata McGraw Hill.

4. Hoel, P.G., Port, S. and Stone, C.L. (1984). “An Introduction of Stochastic Process”, John Wiley, New York.

5. Cox D.R. and Miller H.D. (1984). “The Theory of Stochastic Processes”, Chapman and Hall, London.

6. Medhi, J. (1982). “Stochastic Processes”, Wiley Eastern Ltd.

7. Feller, W. (1968). “An Introduction to Probability Theory and its Applications”  Vol-I-Third Edition. John Wiley and Sons, Inc. New York.

Paper-XII
POPULATION STUDIES

i.
Sources of demographic data: The population census Registration of vital events. Housing and Demographic surveys. Components of Population growth, composition of population and vital events. 

ii.
Testing the accuracy of demographic data: Types and sources of errors. General testing procedures. Testing the accuracy of age and sex data. 

iii.
Basic demographic measures: Fertility and mortality measures. Mortality rates. Total and general fertility rates. Estimation from incomplete Data.

iv.
Life tables: Construction of complete and abridged life tables. Different types of life tables. Graphs of lx, qx and dx. Description and uses of life table columns. Stationary population models.

v.
Population estimates and projections, Inter-censal estimates, Population projections through various methods.

vi.
Population Models: Theory of demographic transition. Stable and stationary population models, their applications and uses. Malthusian and post Malthusian theories of growth. Consequences of world population growth and population explosion.

vii.
State of Population in Pakistan. Development of demographic profile in Pakistan. Recent demographic parameters. Current and future demographic activities in Pakistan.

Books Recommended
1. Govt. of Pakistan (1998). “National, Provincial and District census reports and other supplementary reports with respect to 1998 census”; PCO, Islamabad.

2. Hind, A., (1998). “Demographic method”, Arnold.

3. R. Ramakumar. (1986). “Technical Demography”. Wiley Eastern Limited.

4. Keyfitz N. (1983). “Applied Mathematical Demography”, Springer Verlag N.Y.

5. Pollard, A.H., Yousaf, F and Pollard, G.M. (1982). “Demographic Techniques”, Pergamon Press, Sydney.

Paper-XIII:
Concept of Quality Control and Reliability 

i. Concept of quality control; Total Quality Management (TQM). Statistical Methods in Quality Improvement. Statistical Process Control (SPC). Statistical Control (SQC).

ii. Shewhart control charts: philosophy, construction, advantages. CUSUM and moving average control charts: Average Run Length (ARL); Fast Initial Response (FIR). ARL and FIR for X, R and S-charts.

iii. Process capability analysis; designed experiments process improvements using design of experiments. Orthogonal fractional factorial designs. Acceptance sampling for attributes and variable.

iv. Acceptance sampling plans; single, double and multiple plans with their O.C. curves, military standard 105 sampling plans. Introduction to ISO-9000 and ISO-14000 series.

v. Basic concepts of reliability: structural reliability.

vi. Lifetime distributions (Failure models): hazard rate; Gamma, Weibul, Gumbel, Log-Normal and Inverse Gaussian. Stochastic fatique-rate model; point and interval estimation; fatique-life model.

vii. Testing reliability hypothesis. Monte-carlo, distribution-free and bayes methods in reliability. System reliability; series and parallel systems. Failure models, (K-out-of-m) new-better-than used models inferences for these models. Accelerated life testing.

Books recommended

1. Montgomery, D.C.(1998). “Introduction to Statistical Quality Control”. McGraw Hill, New York   

2. Miltag H.J and Rinne H. (1993). “Statistical Methods of Quality Assurance”, Chapman & Hall.

3. Nelson, W. (1990).  “Accelerated Testing. John Wiley”, New York.

4. Gertsbakh, I.B. (1989). “Statistical Reliability Theory”. Marcel Dekker, New York.

5. Banks, J.(1989). “Statistical Methods for quality Improvement”. John wiley, New York.

6. Ryan, T.P.(1989).  “Statistical Methods for quality Improvement”. John wiley, New York.

7. Juran, J.M. and Gryana, F.K. (1988). “Juran’s Quality Control Handbook”. McGraw Hill New York.

8. Feigenbaum, A.V. (1986). “Total Quality Control”. New York.

9. Cox, D.R and Oakes, D. (1984). “Analysis of Survival Data”. John Wiley, New York.   
10. Lawless, J.F. (1982). “Statistical Models and Methods for Lifetime Data”. John Wiley, New York.
Paper-XIV:
Time Series Analysis and Forecasting 

i. Time Series Analysis: Concept (Stochastic process, mean & covariance functions. Parsimony, Stationary). Importance of Good Forecasts. Classification of Forecast Methods. Framework of a Forecast. Forecast Criteria. Regression and its application in Forecasting, Regression and Exponential Smoothing Methods to Forecast. Modelling seasonality with trigonometric Function. 

ii. Introduction to Stochastic Time Series Models, especially ARMA and ARIMA models. 

iii. Some Econometric models of Time Series. Identification, Estimation and diagnostic technique for ARMA and ARIMA models. Seasonal ARIMA models. Exponential smoothing and ARIMA models.

iv. Introduction to spectral analysis. Transfer function models. State space models and kalman filters. Design of feed forward and feed backward control schemes. 

Books Recommended

1. Sturat A and Ord J.K. (1998). “Kendall’s: The Advanced theory of statistics”. Charles Griffin.

2. Cox D.R., Hinckley D.V. and Nielsen O.E.B (1996). “Time series Models in Econometrics, Finances and other fields”, Chapman & Hall, London

3. Chatfield, C. (1996). “The Analysis of Time Series: and Introduction”, Chapman and Hall London.

4. Andy, P, West M. and Harrison, P.J. (1994). “Applied Bayesian forecasting and time series analysis”, Chapman & Hall New York.

5. Brockwell P.J. and Davis R.A. (1991). “Time series theory and methods”, Springer Verlag New York.

6. Harvey A.C. (1990). “Forecasting structural time series models and the kalmanter”, Cambridge university press, Cambridge.  

7. Diggle, P.J. (1990). “Time series: A Bio-statistical Introduction”, Clarendon press, Oxford.  
8. Bovas, A and Johannes, L (1983). “Statistical methods for forecasting”, John Wiley, New York.

9. Priestley, M.B. (1981). “Spectral Analysis and Time series”, Academic Press, London.

10. Box, G.E.P and Jenkins G.M. (1976). “Time Series Analysis Forecasting and Control”, San Francisco.     

Paper-XV: 
Non-Parametric and Robust Methods
i. Introduction, nonparametric and robust methods; location estimates for single samples; the sign test, modified sign test, Wilcoxon signed rank test, confidence interval based on these tests. Runs test for randomness. Distribution tests and rank transformation. Kolmogrov’ test. Lilliefor’s test and Shapiro-Wilks test for norality. Tests and estimation for two independent samples; the median test, Wilcoxon-Mann-Whitney test. The Siegel-Tukey test, the squared rank test for variance, Smirnov test. Tests for paired samples. Kruskal-Wallis test, Friedman test, multiple comparison with the Friedman test, Cochran’s test for binary responses. Spearman’s rank correlation coefficient, Kendall’s rank correlation coefficient. Theil’s regression methods.
ii. Introduction to robustness. Objective function, M-Estimator of location, E-Estimator and W-estimator, Redescending M-Estimators. The breakdown point and Robust estimator, influence function. M-Estimator for scale. Outliers and influential observation. Outliers in regression analysis, the least median of square line.

Books Recommended 
1. Conover, W.J. (1999). “Practical Nonparametric Statistics”, 3rd Edition, John Wiley and Sons, New York.
2. Maritz, J.S. (1995). “Distribution-Free Statistical Methods”. Chapman & Hall London
3. Gibbons, J.D. and Chakraborti, S. (1992). “Nonparametric Statistical Inference”, Marcel Decker, New York.
4. Sprent, P. (1989). “Applied Nonparametric Statistical Methods”. Chapman & Hall London.
5. Rousseeuw, P.J. and Leory, A.M. (1987). “Robust Regression and outliers detection”, John Wiley, New York.

6. Hample, T.R. Ronchetti, E.M. Rousseeuw, P.J. and Stahel, W.A. (1986). “Robust Statistics, The approach Based on influence functions”, John Wiley New York.
7. Huber, P.J. (1981). “Robust Statistics”, John Wiley, New York.  
8. Lehman, EL. (1973). “Nonparametric Statistical Methods, based on Ranks”, Holden-Day San Francesco.

Paper-XVI:
Official Statistics
i. Design and planning of a Statistical Investigation. Data collection-approach and operation; Role of sampling in generation of Statistics, Sampling plans and survey Designs. Sources of Errors, Types of Errors, methods of their control. Data processing, presentation, and publication of Statistics. Different modes of Data Dissemination.
ii. Official Statistics, Statistical systems and standards, Sources of official statistics, their role, working and publication. Role of Official Statistics, Official Publications. Setup of official organizations in Pakistan their role, working & publication, Statistics Division, Federal Bureau of Statistics, Agricultural Census Organization, Population Census Organization, Ministry of Food, Agriculture and Livestock; National Data Base and Registration Authority (NADRA). Provincial Bureaus of Statistics. Financial Statistics: Ministry of Finance, State Bank of Pakistan-Department of Statistics, their working, publications and responsibilities. Other Organization’s Statistical output, National and International series, classification and standards.

iii.  Use of Statistics in administration and planning. Concepts and evaluation of GDP, GNP, NNP, Balance of Trade and payments. Measurement of Income Distribution, use of Index Numbers. and time series. Deflation and Inflation of series. National sample surveys and censuses conducted in Pakistan. Assignment: Visit of major Statistical Organizations will be a part of the course. 
Assignment:

Visit of major statistical organizations will have be a part of the course. An assignment will have to be submitted on any topic given by the course incharge.

Books Recommended
1. Kish, L. (1992). “Survey Sampling”, John Wiley, New York.

2. Statistics Division, “Activity Report” (1988-89). Government of Pakistan, Islamabad.

3. Statistical Institute for Asia & Pacific SlAP (1984). “Training of Trainers in Statistical Operations and Procedures” Part-I, II UNDP, Tokyo.

4. Hansen M.H. (1980). “Progress and Problems in Survey Methods and Theory”. Illustrated by the work of U.S. Bureau of the Census, U.S. Department of Commerce; A Monograph.
5. Murthy, MN. (1979). “Quality of Data, Country Course on Sample Surveys”, Karachi.

6. Statistics Division (1979). “Retrospect, Perspective and Prospect”, Islamabad.

7. State Bank of Pakistan (1966). “Department of Statistics-A Chronicle”.
8. Zarkovich S.S. (1966). “Quality of Statistical Data, Food and Agricultural Organization”, The U.N. Rome.

9. NIPA (1962). “Administrative uses of Statistics”, NIPA Res. Sr.No.2 Karachi.

10. Yates F. (1960). “Sampling Methods for Census and Surveys”, Charles Griffin. FAO Year Books.

11. FAO year Books.

12. Various Publications of FBS, P00, ACO, “State bank of Pakistan, Ministry of Finance” etc.

Paper-XVII:
Survival Analysis
i. Special features of Survival data: Patient time and study time, Survival function and hazard function, Time dependent and censored survival data. Non-parametric procedures: Estimation of Survival function hazard function, median and percentiles of Survival times. Confidence interval and comparison of group; stratified and log-rank tests for trend.
ii. Modeling of Survival data; hazard function modeling; its tests and confidence interval. The Waybill model for survival data. Exploratory data analysis and other models. Sample size requirement for survival study. 
iii. SPSS SAS, and GLIM.

Books Recommended
1. Lee, E.T. (1997). “Applied Survival Analysis”, John Wiley and Sons, New York.
2. Muller, R.G. and Xian Zhou (1996). “Survival Analysis with long-term Survivors”, John Wiley. New York.
3. Burkett, M. (1995). “Analyzing Survival Data from Clinical Trials and Observational Studies”, John Wiley New York.
4. Parmer M.K.B. & Mackim D. (1995). “Survival Analysis: A Practical Approach”; John Wiley New York.
5. Collett, D. (1994). “Modeling Survival Data in Medical Research”. Chapman & Hall, London.
6. Lee, E.T. (1992). “Statistical Methods for Survival Data Analysis”; John Wiley. New York.

7. Eland Johnson, R. C. and Johnson N. L. (1989). “Survival Models & Data Analysis”. John Wiley New York.
8. Tukey, J. (1987). “Exploratory Data Analysis”, John Wiley, New York.
9. Cox, D.R. and Oakes, D. (1984). “Analysis of Survival Data”; Chapman & Hall London.
Paper-XVIII:

Biostatistics and Epidemology
i. Definition of Biostatistics, viz-a-viz the type of variables and observations in biological, health and medical sciences, Uniqueness in terms of behaviour of variables their domain, and units; Categorical, numerical and censored data. Populations, Target populations and samples; Role of sampling in biostatistics, Size of samples of various types of studies, Proportions, rates and ratios; incidence, prevalence and odds.
ii. Distributional behaviour of biological variables (Binomial, Poisson and Normal), Role of transformation for analysis of biological variables. Probit and Logit transformations and their analysis, p values, its importance and role. Confidence Interval in simple and composite hypothesis testing.

iii. Definitions of Epidemiology & etiology, role of statistics in epidemiologic research, Types of epidemiological studies; experimental and non-experimental studies.

iv. Sampling design for epidemiological studies, Prospective (cohort), Retrospective (Case-Control), Cross-Sectional studies (Simple and Stratified Analysis). Clinical Trial.
v. Multivariate Models; Binary logistic regression, Multiple Logistic Regression. Proportional Hazard Model.

vi. Methods of Survival data analysis, Actuarial analysis, Kaplan-Maier Estimates, Comparison of Survival curves.

 Books Recommended
1. Zar, J. (2000). “Bio-statistical Analysis”, 5th Edition, John Wiley and Sons.

2. Woodward, M. (1999). “Epidemiology; study design and data analysis”. Chapman and Hall, London.

3. Shoukri, M. M & Pause, C. A. (1998). “Statistical Methods for Health Sciences”. 2nd Edition, CRC Press, Florida.
4. Daniel, W.W. (1996). “Biostatistics: A Foundation for the Health Sciences”, 6th Edition, John Wiley, New York.

5. Sahai, H. and Khurshid, A. (1996). “Statistics in Epidemiology: Methods, Techniques and Applications”. CRC Press, Florida.

6. Diggle, J. P., Liang, Kung-Yee and Zeger, S. L. (1996). “Analysis of Longitudinal Data”, Clarendon Press, Oxford.
7. Dunn, G. and Event, B. (1995). “Clinical Biostatistics”, Edward Arnold, London.

8. Lillienfeld A.M. and Stolley P.D. (1994). “Foundation of Epidemiology”, 3rd edition, oxford University Press, New York.

9. Rosner, B. (1994). “Fundamentals of Biostatistics”, 4th Edition, Duxbury Press.
10. Zolman, J.F. (1993). “Biostatistics: Experimental Design and Statistical Inference”, Oxford University Press, New York.

11. Ahlbom, A. (1993). “Biostatistics foe Epidemilogistics”. Lewis Publishers, Florida.

12. Lee, E.T. (1992). “Statistical Methods for Survival Data Analysis”, 2nd Edition, John Wiley, New York.
13. Harris, E. K. and Albert, A. (1991). “Survivorship Analysis for Clinical Studies”. Marcel Decker, New York.

14. Selvin, S. (1991). “Statistical Analysis of Epidemiologic Data”, Oxford University Press, New York.

15. Altman, G. (1991). “Practical Statistics for Medical Research”. Chapman & Hall, London.

16. Kahu H.A and Sempos, C.T (1989). “Statistical Methods in Epidemiology”. Oxford University Press New York.

17. Kleinbaum, D.G, L.L Kupper and H. Morgenstern (1982). “Epidemiologic research; Principles and Quantitative Methods”. Life time Learning Publication, Clifornia.
Paper-XIX:
Statistics and Information Technology
i. General Perception of Statistics and their databases, their origin, Utilities and uses as information. Problems in obtaining, generation, collection, collation and production of statistics. Error in statistical indicators, common social indicators their comparative analysis.

ii. Modes of dissemination of statistical information, print and electronic media. Utility and drawback of these media. Role of computers in statistical dissemination.

iii. Modern methods of information transfer, Internet, Intranet, E-mail, Website. Uses of these methods in control of errors in production of Statistics, use of information Technology in daily life. Data mining methods.

iv. Leaning statistics through Technology. Computer graphics and interactive learning of the statistical concepts. Designing of ICT material for classroom teaching of statistics.
Books Recommended

1. CSA (2001). “Internal; computer and information system abstracts”.

2. Adelsberger (2001). “Handbook on information technologies for education and training”, Springer Verlag.

3. Silverman B.W. (2000). “SAVELETS (The key to intermittent information)”, Oxford University Press.

4. Harris, R.L. (2000). “Information Graphics”, Oxford University Press.

5. Blazewics J. (2000). “Handbook on data Management in Information System”, Springer Verlag.

6. Thuraisingham (2000). “WEB data management and Electronic Commerce”, Springer Verlag.

7. Fuller R. (2000). “Introduction to neuro Fuzzy System”, Springer Verlag.
